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Abstract 

The strong matching number sm( G) of a graph G is the maximum 
number of edges in G that induces a matching in the graph. For fixed 
o < p < 1, El Maftouhi and Marquez Gordones [Australasian Journal 
of Combinatorics 10 (1994), 97-104] showed that sm(Gn,p) is one of 
only a finite number of values for a.e. Gn,p E 9 (n, p). We show that, in 
fact, sm(Gn,p) is one of only two possible values for a.e. Gn,p E 9(n,p); 
determine the probability of attaining each value; and find the limiting 
distribution of the number of maximum strong matchings in Gn,p E 

9(n,p). 

1. Introduction 

The vertex set (edge set) of a finite simple undirected graph G is denoted by 
V(G) (E(G)). The order (size) of G is IV(G)I (IE(G)I). For ¢ iSS;;; V(G), the 
subgraph G[S] of G induced by S has vertex set S and edge set those edges of 
G both ends of which are in S. A set M S;;; E(G) is a matching of G provided 
no two edges in M have a common end-vertex. A matching M of G is a strong 
matching if and only if M = E(G[S]) where S = S(A1) is the set of all end-vertices 
of edges in M (i.e., G[S] is a I-regular induced subgraph of G). Equivalently, a 
strong matching of G is a set {eI, ... , em} of pair-wise vertex-disjoint edges of G 
such that no edge of G connects an end-vertex of ei with an end-vertex of ej for 
1 ::s: i i- .i ::s: m. Observe that G has a strong matching of size k whenever it has 
a strong matching of size f for 1 ::s: k ::s: f and that any edge of G is itself a strong 
matching. The strong matching number sm(G) of G is the maximum number 
of edges in a strong matching of G (here sm(G) = 0 for the empty graph). Though 
not expressed in terms of the above parameter, [4, 5, 7] contain related results. 
The concept and the notation sm( G), though not the terminology, appear in [6]. 

The probability space Q( n, p) consists of all graphs with vertex set [n] := {l, ... , 
n} in which edges are chosen independently with probability p = p(n). For a 
random graph Gn,p E 9(n,p), Pr(Gn,p) = pmqN-m when Gn,p has size Tn where 
q = 1 - p and N = (~). A class of graphs which is closed under isomorphism 
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is called a property of graphs. We say almost every (a.e.) Cn,p E <d(n,p) has a 
property Q provided Pr (Cn,p E <d(n,p) has Q) -+ 1 as n -+ 00. As usual, E(Y) 
and Var(Y) denote the expectation and variance of Y. A random variable having 
Poisson distribution with mean'\' > 0 is denoted by Po('\') and one having normal 

distribution with mean 0 and variance 1 by N(O, 1). We write Yr. ~ Y when the 
sequence Yn converges in distribution to Y. 

Recently, EI Maftouhi and Marquez Gordones [4] showed that for fixed 0 < p < 
1, sm(Cn,p) is concentrated for a.e. Cn,p E <d(n,p). Throughout, d = 1/(1 - p) = 
l/q. 

Theorem (EI Maftouhi and Marquez Gordones [4]). For fixed 0 < p < 1, there 
exist positive constants Cl and C2 depending only on p snch that: 
(1) a.e. Cn,p E <d (n, p) contains a strong matching of size Tn, for each m satisfying 

Tn :s; logd n ~ logd logd n - Cl· 

(2) a.e. Cn,p E <d(n,p) does not contain a strong matching of size 1n for each 'm 

satisfying Tn 2:: logd n - ~ logd logd n + C2· 

We show that, in fact, sm(Cn,p) is one of only two possible values for a.e. Cn,p E 
Q(n,p); determine the probability of attaining each value; and find the limiting 
distribution of the number of maximum strong matchings in Cn,p E <d(n,p). More 
precisely we prove the following results. 

Theorem. Fix 0 < p < 1 < 2c < 2 and let Tn = r logd n ~ logd logd n + C + 
~ logd (W) 1· For all constant 0 < J < 2 - 2c, 

In fact, for all constant 0 < 6' < 2c - 1, 

Pr (sm(Cn,p) = Tn -1) e- Am o(n-8 ) + o(n-8') 

Pr (sm(Cn,p) = Tn) = 1 - e -Am - o(n-8'). 

Here '\'711 is the expected number of strong matchings of size Tn in Cn,]) E <d(n,p) 
and is given in (1) in the next section. In addition, if limn-r(X) '\'711 = ,\. E (0,00), 
then 

Ym Po('\') 

while, if limn --Hx) '\'711 00, then 

N(O,l). 

Here Ym(Cn,p) is the number of strong matchings of size Tn in Cn,p E <d(n,p) and 
is defined in the next section. 

We write a ~ b to indicate that the inequality a :s; b holds for all sufficiently 
large integers n. All other inequalities hold absolutely for the range of parameters 
being considered. Vve denote the nonnegative integers by N, the positive integers 
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by Z+ and the real numbers by lIt Recall that f(n) = o(g(n)) means that 
limn-+oo f(n)/g(n) 0, f(n) ~ g(71) that g(n) = o(f(71)) and f(n) "V g(n) that 
limn-+oo f(71)/g(n) 1. For x E lR, (x)o = 1 and (xh (x)··· (x - k + 1) for 
k E Z+. Our notation and terminology generally follows Bollobas [3]. 

2. Results 

For n 2': 4m + 1 2': 5, let M I , . .. , M t be the distinct m-matchings (i.e., having 
precisely m edges) in [71] and Si = S(Mj,) be the set of all 2m end-vertices of 
edges in Mi (1 SiS t). Here t = (71hm/m! 2m 

r'..I 712m /m!2m as 71 -+ 00 when 
rn = 0(71 1/2). For Gn,p E Q(n,p), let 

hence, 

, Mi is a strong matching in Gn,]) ; 

, otherwise, 

m M (2m) E(Xi ) = p q ; M:= 2 - rn 

since the edge set of Gn,p[Si] is precisely Mi. Let 

hence, for m 0(n1 / 2), 

t 

Yrn = Yrn,n := LXi, 
i=l 

(1) 

(in fact, Am ~ >:m). If E(XiXj) =F 0, then ab E Mi if and only if ab E M j whenever 
a, b E Si n Sj. Hence, M j must consist of k edges of M i ; £ other edges each adjacent 
to precisely one edge of M i ; and m - k - R other edges each adjacent to no edge 
of Mi' Necessarily, 0 S k + R S m and 0 S k S rn - 1 for i =F j. Hence, for each 
1 SiS t, 

L",E(XiXj ) = n'~'m~' { (:') (m f k) 2' C;.' 22krr~ i) (2m - 2k - i), 
-O<k+e<m 
O<k<m--l 

- O~( 

(2) 
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Here, we first choose the k common edges of Mi and M j ; then choose the ends of £ 
other edges of M i ; next choose the remaining 2m 2k e vertices of Sj - Si; then 
nlatch these e (ordered) vertices in Si with f vertices of S j Si; and finally match 
the remaining 2m - 2k 2£ vertices of Sj Si. Note that each Gn,p[Sd U Gn,p[Sj] 
has the same set of 2m k edges and the same set of 2M - (2k2H) + k nonedges. 

We note that (by independence), 

t 

L L E(XiXj):; E(Yrn)2 
i=l 1:5:1 

so that, 
t 

Var(Yrn) :; Am + L L E(XiXj). (3) 
i=l 12:2 

In what follows 0 < p < 1 is constant, q = 1 - p, d = l/q and m = logdn
~ logd logd n + c(n) E Z+ where c(n) is a bounded function. We will estimate 
(2) generally for these parameters and apply these estimates to specific such m in 
Theorems 1, 2 and Corollary 3. 

Let T 10gd(3d2
) > 2. Now, 

cp2mq2M m 4T n 2m - 2 
:; ---------------

m!2m 

c~mpmqMm4T 

n 2 
(4) 

where c 4T2 (16p-l) T d2T2
. We next need to carefully estimate the terms in (2). 

For k, fEN with 0 :; k + f :; m, let 

If m/2 :; 2k + P :; 210gd n - 410gd m, 

2k + £ logd( 4p-l) T * 710gd m * 1 ---- 2: >0 
210gd n logd n 410gd n 

so that, 
* 1 

f(k, P) ::; 
Tn! 

(5) 
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Next, if 2T :s; 2k + £ :s; rn/2, 

and, again, 
* 1 

f(k,£) :::; -, -T' 
rn. n 

Hence, (5), (6) and the l\1ultinomial Theorem imply 

I: (m . 
k,£,m - k 

n-41og d m 

2M ( 2k+f) k 

) 

p2m-kq - 2 + n2rn-2k-£ 

£ 2m - k -2£(rn - k -l)! 

< 3m p27nq2M n2m < )..mprHqM 

- rn! 2mnT - n 2 

For k, £ E N with 0 :::; k + f! :s; m - 1, 

f(k, £ + 1) = 4(rn - k - f!)d
2k

+£ f(k, g). 
n 

If, in addition, (5logd n) /4 :s; 2k + £, 

4(m - k - /!)d2k+£ 
----'--------'--- > 4n1/ 4 > 1 n - -

so that (2k + /! ~ 2k + m - k here), 

f(k, f!) :s; f(k, 'Tn - k) 

If 2logd n 410gd m :::; 2k + f!, 

* 5 
2k + £ ~ 4 logd n ; k :: logd n . + k >* 1 --- rn' ogd n - 4 ' 

and (by considering the derivative with respect to real k), 

(rn + k) 
(rn+k)2 
--'--------'-- decreases as k increases for all sufficiently large n. 
210gd n 
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If, further, k :S m logd m, 

(m+k)2 * 
(m+ k) - 1 ~ (2m -logd m ) 

2 ogdn 

and ((m + k) / logd n is bounded) 

(m + k) 
(m + k)2 
210gd n 

(m + k) logd( 4p-l) 

logd n 

so that, 

f(k, f) ~ 1 
m!nT ' 

Hence, (8) and the Multinomial Theorem imply 

( 
nt 

k,f, 'Tn k 

For k, fEN with 0 S k + f S m, let 

hence, for 0 S k + f S Tn - 1, 

Tn logd Tn 

logd n 

g(k + l,f) = ----c----g(k,f). 

If, in addition, 210gc:l n 410gc:l m S 2k + f, 

so that (2k + f :S 2(m f) + f here), 
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If, further, Tn - logd m :s; k, then £ :s; logd Tn and 

* (2P lOg n)£ (2Ic(n)I+2)log~m 
g(k,£) :s; d n logdn 

n 

hence, for all £ ~ 1, 
* {c(IOgd logd n )2 -I} 

g(k, €) :s; 2n logd n (10) 

where c ~ 2Ic(n) I + 3. Also, 

* 2 logd n - 4logd Tn :s; 2k 

so that (recall k :s; Tn - 1), 

g(k,O) :s; g(rn - 1,0) 

pq4m-4n2 

2 
d2c log2 n < d 

- n 2 
(11) 

Hence, (10) and (11) imply 

(12) 

Consequently, for each 1 :s; i :s; t, (2), (4), (7), (9) and (12) imply 

* { _ } { 2c(logd log a n)2 I} L E(XiXj):S; 2 + (2 + 2)Am pmqM n logd n -

1~2 

hence, 

(13) 
i=l 1~2 
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and, (3) and (13) imply 

(14) 

For m logd n - ~ logd logd n + c(n) E Z+ where c(n) is a bounded function, 
standard estimates give, 

( 
logd n) logd logd n (lOgd logd n) logt -- = +0 

( m 2 In d logd n logd n 

hence, (1) and Stirling's formula imply, 

2-2c(n)+log (ep/2)+{c(n)+1/21n d-O.5iog (ep/2)) iogd logd n +o( logd iogrl n) n d d . logdn iogrln. (15) 

We are now ready to prove that sm( Gn,p) is one of only two possible values for a.e. 
Gn,p E 9(n,p). 

Theorem 1. Fix 0 < p < 1 < 2c < 2 and let Tn r logd n ~ logd logd n + c + 
1. (ep ) 1 11 -'2 logd '2 . For a constant 0 < £5 < 2 - 2c, 

Proof. From (15) (and Arn+l rv );m+d, we have 

(0 < E < 1) 

hence, Markov's inequality implies 

PI' (Yrn+l ~ 1) = o(n -2C+f.) (0<<:<1). (16) 

It is readily seen that m 1 = llogd n ~ logd logd n + c + ~ logd Uf) J for n E Z + 
with density 1; otherwise, m - 1 = llogd n - ~ logd logd n + c 1 + ~ logd (1) J. 
From (15) (and Arn-l rv Im-d, we have in either case 

(E > 0) (17) 

hence, (14) (applied to Ym - 1 with C 2c+ Ilogd(ep/2)1 + 3), (17) and Chebyshev'S 
inequality imply 

(0 < E < 2 2c). (18) 

Hence, for all constant 0 < f. < 2 - 2c, (16) and (18) imply 

PI' (m - 1 :; sm(Gn,p) :; m) = Pr (Yrn-l 2 1) PI' (l~n+l 2 1) = 1 - o(n-2+2c+E
) 
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since the event (Yk 2: 1) contains the event (Yg 2: 1) for all 1 ::; k :::; e. Our result 
follows upon letting r5 = 2 2c - E. • 

Remark. It is readily seen that the theorem remains true if E = E( n) -+ 0 slowly 
enough. 

We now discuss the Stein-Chen method of approximating the distribution of a 
random variable with a Poisson distribution (see [1-3]). For A ~ N and A > 0, let 
~r: = .T.\,A : N -+ lR by :1:(0) = 0 and 

x(rn + 1) 

where Cm := {O" .. ,m} and PO(A, B) := e -.\ LkEB Ak /k! for B ~ N. Then 
(1) Llx:= sUPmE!\! I:r:(rn + 1) - x(rn)I :::; 2 min{l, A-I} 
and 
(2) for any probability space (0, F, PI') and any F-measurable non-negative integer 

valued random variable Y : 0 -+ N, 

PI' (Y E A) - Po ( A, A) = E { AX (Y + 1) - Y x (Y)} . (19) 

Define the total variation distance dTV (Y, PO(A)) between Y and PO(A) by 

dTV(Y,PO(A)) := sup IPr(Y E A) - Po('\,A)I. 
A~N 

For a sequence (On, :Fn, Pr n) of probability spaces and a sequence Yn of Fn
measurable non-negative integer valued random variables with expectation An, if 

we say Yn is Poisson convergent. Necessarily, 1';1 ~ Po(,\) when limn-too An = 
A E (0,00) while (Yn - An )/";>:;; ~ N(O, 1) when limn-too An = 00. Here, 
(On, Fn, Pr n) Q(n,p). 

Again, m logd n -1logd logd n + c(n) E Z+ where c(71,) is a bounded function. 
For 1 ::; i ::; t, let 

Vi:= L Xj and Wi := L Xj 
1:::':2 

so that Xi and Wi are independent in 9(71"p) and Ym Vi + Wi + Xi for each 
1 ::; i ::; t. For any function :1: : N -+ JR., 

t 

AmX(Yrn + 1) - Y'rn:r(Ym) = pmqM L {x(Ym + 1) X(TVi + I)} 
i=l 

t 

+ L(pmqM Xi)X(Wi + 1) 
i=l 

t 

+ L X i,{ X(Wi + 1) - :1: (Y'rn) }. (20) 
i=l 
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First, 

while crude estimates give, 

hence, 

t * 20m4 Am 
pmqM L EI:r(Yrn + 1) - :r(Wi + 1)1 :::; (21) 

i=l 

Next, 

hence, (13) implies 

t 

EEIXi {X(Wi + 1) (22) 
i=l 

Consequently, (19), (20), (21), (22) and the independence of Xi and Wi imply, 

(23) 

since our estimates are independent of the set A. 
We are now ready to prove that Yrn is Poisson convergent for appropriate Tn and, 

hence, determine the probability that sm(Gn,p) = Tn - 1 or m for Gn,p E Q(n,p). 

Theorem 2. Fix 0 < p < 1 < 2c < 2 and let m r logd n - ~ logd Iogd n + c + 
~ logd (~) l. Then, for all constant 0 < 6' < 2c 1, 

Hence, for all constant 0 < 6 < 2 - 2c, 0 < 1/ < 2c 1, 

PI' (sm(Gn,p) = m - 1) = e -Am - o(n- J ) + o(n- J') 

Pr (sm(Gn,p) = m) = 1 - e -Am - o(n- J'). 

Proof. From (15) (and Am ('V :\.m), we have 

(E > 0) (24) 

hence, for all constant 0 < E' < 2c - 1, (23) (with c = 2c + Ilogd(ep/2)1 + 5) and 
(24) imply 

(25) 
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Hence, for all constant 0 < E < 2 - 2c, 0 < E' < 2c - 1, (16), (18) and (25) imply 

Pr (sm(Gn,p) = m - 1) = Pr (Ym - 1 2': 1) - PI' (Ym 2': 1) 

= e -Am _ 0(n-2+2c+E
) + 0(n l - 2c+E') 

Pr (sm(Gn,p) = m) = Pr (Ym 2': 1) Pr (Ym +1 2': 1) 

= 1 - e -Am 0(nl - 2c+E
'), 

since the event (Yk 2': 1) contains the event (Yk +1 2': 1). Our result follows upon 
letting b = 2 - 2c - E and 15' = 2c - 1 - E'. • 

Finally, we find the limiting distribution of the number of maximum strong 
matchings in Gn,p E 9(n,p). 

Corollary 3. Fix 0 < p < 1 < 2c < 2 and let rn = r logd n ~ logd logd n + c + 
~ logd (~) 1. If limn-+(X) Am = A E (0, (0), then 

d 
Ym ---+ PO(A), 

while, if limn-+= Am = 00, then 

Yrn Am d 
-=- ---+ N(O, 1) . • 

Remark. For all such c and m, there exists a set S of positive integers having 
positive density with limn-+= Am = (X) when n E S. 
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