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#### Abstract

Let $D$ be a simple digraph (directed graph) with vertex set $V(D)$ and arc set $A(D)$ where $n=|V(D)|$, and each arc is an ordered pair of distinct vertices. If $(v, u) \in A(D)$, then $u$ is considered an out-neighbor of $v$ in $D$. Initially, we designate each vertex to be either filled or empty. Then, the following color change rule (CCR) is applied: if a filled vertex $v$ has exactly one empty out-neighbor $u$, then $u$ will be filled. If all vertices in $V(D)$ are eventually filled under repeated applications of the CCR, then the initial set is called a zero forcing set (ZFS); if not, it is a failed zero forcing set (FZFS). We introduce the failed zero forcing number $\mathrm{F}(D)$ on a digraph, which is the maximum cardinality of any FZFS. The zero forcing number, $\mathrm{Z}(D)$, is the minimum cardinality of any ZFS. We characterize digraphs that have $\mathrm{F}(D)<\mathrm{Z}(D)$ and determine $\mathrm{F}(D)$ for several classes of digraphs including de Bruijn and Kautz digraphs. We also characterize digraphs with $\mathrm{F}(D)=n-1, \mathrm{~F}(D)=n-2$, and $\mathrm{F}(D)=0$, which leads to a characterization of digraphs in which any vertex is a ZFS. Finally, we show that for any integer $n \geq 3$ and any non-negative integer $k$ with $k<n$, there exists a weak cycle $D$ with $\mathrm{F}(D)=k$.


## 1 Introduction

In this paper, we study failed zero forcing on simple digraphs (directed graphs). Zero forcing problems, including failed zero forcing, are based on a color change rule
(CCR) applied to an initial coloring on the vertex set, where there are only two colors: filled or empty. The CCR is: if a filled vertex has exactly one empty outneighbor, then the out-neighbor will change from empty to filled. In [5], the authors relate this to rumor spreading: if Astrid knows a secret, and all of Astrid's friends except Zoe know the secret, then Astrid will share the secret with Zoe. The zero forcing number is the smallest number of vertices that initially must be filled in order for all vertices in the digraph to eventually be filled.

There has been a great deal of work on determination of the zero forcing number [1, 4, 5, 6, 8]. A related question has also been studied for finite simple graphs: what is the largest number of vertices that initially could be filled, yet never lead to the entire graph being filled? In the context of the rumor example, how many people could initially know the secret, yet the secret never spread to all the people in the network? This is called the failed zero forcing number of a graph, and has been studied for finite simple graphs [2, 12]. The problem of computing the failed zero forcing number has been shown to be NP-hard [18]. Zero forcing was studied for digraphs in [5, 6]. In this paper, we expand the study of failed zero forcing to digraphs, including oriented graphs.

### 1.1 Definitions and notation

We denote by $D=(V, A)$ a finite simple digraph with vertex set $V$ where $n=|V|$ and arc set $A$, or $V(D)$ and $A(D)$ respectively in the case the digraph in question is ambiguous. We primarily use digraph notation based on [3]. The word simple indicates that the digraph has no loops (that is, no arcs of the form $(u, u))$ or more than one copy of any arc (no multiple or parallel arcs), where an $\operatorname{arc}(u, v)$ is an ordered pair of vertices with tail $u$ and head $v$. Note that $(u, v),(v, u) \in A$ is permitted, since the head and tail of each is swapped. The complement of $D$, which we denote by $\bar{D}$, is a digraph such that $V(\bar{D})=V(D)$, and for any $u, v \in V(\bar{D})$, $(u, v) \in A(\bar{D})$ if and only if $(u, v) \notin A(D)$. Some digraphs with loops are investigated in Section 4.3. An oriented graph $D$ is a digraph with no cycle of length 2. That is, if $D$ is an oriented graph with $(u, v) \in A(D)$, then $(v, u) \notin A(D)$. We use $u v$ in place of $(u, v)$ throughout the paper. For any $S \subseteq V$, we refer to $|S|$ as the order of $S$ and to $|V|$ as the order of the digraph.

For a vertex $u \in V(D)$, the open in-neighborhood of $u$ in $D$, denoted $N_{D}^{-}(u)$, is $N_{D}^{-}(u)=\{v \in V: v u \in A\}$. The closed in-neighborhood of $u$, denoted $N_{D}^{-}[u]$, is the set $N_{D}^{-}(u) \cup\{u\}$. The open out-neighborhood of $u$ is the set $N_{D}^{+}(u)=\{v \in$ $V(D): u v \in A\}$. The closed out-neighborhood of $u$ is the set $N_{D}^{+}[u]=N_{D}^{+}(u) \cup\{u\}$. The in-degree and out-degree of $u \in V(D)$ are given by $\operatorname{deg}_{D}^{-}(u)=\left|N_{D}^{-}(u)\right|$ and $\operatorname{deg}_{D}^{+}(u)=\left|N_{D}^{+}(u)\right|$ respectively. For $S \subseteq V(D)$, we use $N_{D}^{+}(S), N_{D}^{+}[S], N_{D}^{-}(S)$, and $N_{D}^{-}[S]$ to denote the respective neighborhoods. If the digraph $D$ is understood, at times we omit mention of $D$, using $\operatorname{deg}^{-}(u)$ instead of $\operatorname{deg}_{D}^{-}(u)$, for example. A source is a vertex $v \in V(D)$ such that $\operatorname{deg}_{D}^{-}(v)=0$. A sink is a vertex $v \in V(D)$ such that $\operatorname{deg}_{D}^{+}(v)=0$.

We describe zero forcing formally as follows on a simple digraph $D$. Let $S \subseteq V$, and let $i \in\{0,1,2,3, \ldots\}$. Then

- $B^{0}(S):=S$
- $B^{i+1}(S):=B^{i}(S) \cup\left\{w:\{w\}=N^{+}(v) \backslash B^{i}(S)\right.$ for some $\left.v \in B^{i}(S)\right\}$

Note that for any $i \geq 0, B^{i}(S) \subseteq B^{i+1}(S)$, and there exists some $j \geq 0$ such that $B^{k}(S)=B^{j}(S)$ for every $k \geq j$. This formal definition is equivalent to the definition described in terms of the CCR. If $u \in B^{i}(S)$ for some $i$, and $\{v\}=N^{+}[u] \backslash B^{i}(S)$ (that is, if the CCR dictates that $v$ will be filled in the next iteration), we refer to this as a color change.
Definition 1.1. We say that $S$ is a

- zero forcing set (ZFS) if $B^{t}(S)=V$ for some $t \geq 0$;
- failed zero forcing set (FZFS) otherwise.

The zero forcing number $\mathrm{Z}(D)$ is the smallest order of any ZFS of $D$. The failed zero forcing number $\mathrm{F}(D)$ is the largest order of any FZFS of $D$. If $S \subseteq V$ is a set with $|S|=\mathrm{F}(D)$, then we say that $S$ is a maximum FZFS. If $B^{1}(S)=B^{0}(S)$, we say that $S$ is stalled. Note that any maximum FZFS is stalled. The concept of a stalled zero forcing set was introduced in the context of failed skew zero forcing in [2]. In [11], the authors introduced the idea of a critical set.
Definition 1.2. A nonempty set $W \subseteq V(D)$ is called (weakly) critical if for every $v \in V(D) \backslash W,\left|N_{D}^{+}(v) \cap W\right| \neq 1$, and strongly critical if for every $v \in V(D)$, $\left|N_{D}^{+}(v) \cap W\right| \neq 1$.

Note that $W$ is a critical set in $D$ if and only if $V(D) \backslash W$ is stalled, and that every strongly critical set is a critical set. Figure 1 shows examples of a ZFS, a FZFS that is stalled, a critical set, and a FZFS that is not stalled. Note that for the digraph $D$ shown, neither FZFS is a maximum FZFS, since we can see that $\mathrm{F}(D)=n-1$ by letting $S=V \backslash\{v\}$, for example. Throughout the paper, we use the relationship between stalled sets and critical sets to establish results about FZFS as well as about critical sets.


Figure 1: From left to right: a ZFS, a stalled FZFS, a critical set, and a FZFS that is not stalled.

For any digraph $D$, we say that $G$ is the underlying graph of $D$, denoted $G=$ $U G(D)$, if $G$ is the unique simple, finite undirected graph obtained by replacing every $\operatorname{arc} u v \in A(D)$ with an undirected edge $\{u, v\}$. The digraph $D$ is weakly connected if $U G(D)$ is connected. We present several results related to paths and cycles in this paper.

Definition 1.3. A weak path (respectively weak cycle) is a digraph whose underlying graph is a path (respectively cycle). Given a digraph $D$ with an alternating sequence $P=v_{1} a_{1} v_{2} a_{2} v_{3} a_{3} \ldots v_{k-1} a_{k-1} v_{k}$ of vertices $v_{i} \in V(D)$ and distinct arcs $a_{j} \in A(D)$ such that the tail of $a_{i}$ is $v_{i}$ and the head of $a_{i}$ is $v_{i+1}$, if all vertices are distinct, then $P$ is a (directed) path. If vertices $v_{1}$ through $v_{k-1}$ are distinct, and $v_{k}=v_{1}$, then $P$ is a (directed) cycle.

For both weak paths and weak cycles, we include the possibilities that $D=K_{1}$ (a single vertex) and that $U G(D)=K_{2}$. An example of a directed cycle is shown in Figure 3.

The remainder of this paper is organized as follows. We now describe the motivation for the study of failed zero forcing. In Section 2, we characterize digraphs $D$ with extreme values of $\mathrm{F}(D)$. In Section 3, we provide a characterization of digraphs that have the unusual property that $\mathrm{F}(D)<\mathrm{Z}(D)$, which also results in a characterization of digraphs that have the property that $W \subseteq V$ is a critical set if and only if $|W| \geq k$ for some $k \geq 1$. In Section 4 we determine $\mathrm{F}(D)$ for specific families of digraphs, including weak paths and cycles, disconnected digraphs in terms of their components, some trees including oriented trees, and lastly, for weakly connected line digraphs such as de Bruijn and Kautz digraphs. Finally, in Section 5we discuss possible directions for future research resulting from this paper. Throughout the paper we focus on digraphs that do not have loops. However, in Section 4.3 we consider digraphs that have loops to allow us to consider applicable line digraphs such as de Bruijn digraphs.

### 1.2 Zero forcing and minimum rank

Zero forcing problems have been studied for their applications to minimum rank problems [1, 4] as well as to identification and control in quantum networks [7, 8, 9, 10, 16. The failed zero forcing number naturally relates to these applications as well. We consider the connection of failed zero forcing to matrices here.

Given a square matrix $M$ with $n$ rows, we use $\operatorname{ker}(M)$ to denote the kernel of $M$. That is, for a vector $\mathbf{v}$ of length $n, \mathbf{v} \in \operatorname{ker}(M)$ if and only if $M \mathbf{v}=0$. The support of a vector $\mathbf{x}=\left[x_{i}\right]$, denoted $\operatorname{supp}(\mathbf{x})$, is given by $\left\{i: x_{i} \neq 0\right\}$. Given a digraph $D$ with $|V|=n$, let $\mathcal{S}(D)$ denote the set of $n \times n$ matrices such that the entry in Row $i$, Column $j$ is nonzero if and only if $i j \in A$ for $i \neq j$, with diagonal entries unrestricted.

We note a proposition, similar to [1, Proposition 2.3] but extended to digraphs. The proof is similar to that of [1, Proposition 2.3] but included here for completeness.

Proposition 1.4. Let $Z$ be a $Z F S$ of digraph $D$ with $M \in \mathcal{S}(D)$. If $\mathbf{x} \in \operatorname{ker}(M)$ and $\operatorname{supp}(\mathbf{x}) \cap Z=\emptyset$, then $\mathbf{x}=0$.

Proof. If $Z=V$, then $\operatorname{supp}(\mathbf{x})$ is empty, giving us $\mathrm{x}=0$, so suppose $Z \subsetneq V$. Then $B^{0}(Z) \subsetneq B^{1}(Z)$, and there exist $u, v \in V$ with $\{v\}=N_{D}^{+}[u] \backslash B^{0}(Z)$. By assumption, $x_{u}=0$ and $(M x)_{u}=0$. The only nonzero entries in Row $u$ of $M$ are those corresponding to $N_{D}^{+}(u)$. Since $\left(N_{D}^{+}(u) \backslash\{v\}\right) \subseteq Z$, the corresponding entries
of $\mathbf{x}$ are 0 , other than $x_{v}$. We have the equation $M_{u v} x_{v}=0$, giving $x_{v}=0$. This is true for each color change. Thus, $\mathrm{x}=0$.

Since $\mathrm{F}(D)$ is the maximum order of any FZFS, any set of order $\mathrm{F}(D)+1$ or bigger is a ZFS. Combining this fact with the above proposition gives us the following.

Proposition 1.5. Let $S \subseteq V(D)$ with $|S| \geq \mathrm{F}(D)+1$. Let $M \in \mathcal{S}(D)$. If $\mathrm{x} \in$ $\operatorname{ker}(M)$ and all entries of $\mathbf{x}$ corresponding to $S$ are 0 , then $\mathbf{x}=0$.

Thus, if $M \in \mathcal{S}(D)$ for a digraph $D$, and $\mathbf{x} \in \operatorname{ker}(M)$ with $\mathbf{x} \neq 0$, then $\mathbf{x}$ has at least $n-\mathrm{F}(D)$ nonzero entries.

## 2 Extreme values

In this section, we establish the relationship between failed zero forcing and critical sets to characterize digraphs $D$ with extreme values of $\mathrm{F}(D)$.

Observation 2.1. For any critical set $W$ in a digraph $D, V(D) \backslash W$ is a failed zero forcing set.

Proposition 2.2. Let $1 \leq k \leq n$. Then $\mathrm{F}(D)=n-k$ if and only if the smallest cardinality of any critical set in $D$ is $k$.

Proof. If $D$ contains a critical set $W$ of cardinality $k$, then $V \backslash W$ is a FZFS. Thus, $\mathrm{F}(D) \geq n-k$ where $k$ is the smallest cardinality of any critical set. For the reverse direction, suppose $S$ is a largest FZFS in $D$. Then for any $v \in S, v$ has either no outneighbors or two out-neighbors in $V \backslash S$, since otherwise, either $S$ is a ZFS or there is a larger FZFS than $S$. That is, $V \backslash S$ is a critical set. Hence $\mathrm{F}(D) \leq n-k$.

For high values, specifically digraphs $D$ with $\mathrm{F}(D)=n-1, \mathrm{~F}(D)=n-2$, or $\mathrm{F}(D)=n-3$, we can use Proposition 2.2 to characterize $D$ in terms of inneighborhoods of vertices in $V(D)$.

Corollary 2.3. $\mathrm{F}(D)=n-1$ if and only if $D$ has a source, and $\mathrm{F}(D)=n-2$ if and only if there exist $u, v \in V$ with $N_{D}^{-}(u) \backslash\{v\}=N_{D}^{-}(v) \backslash\{u\}$ and $\operatorname{deg}^{-}(w)>0$ for all $w \in V . F(D)=n-3$ if and only if all of the following conditions are satisfied.

1. $\operatorname{deg}^{-}(v)>0$ for all $v \in V$
2. For any distinct vertices $u, v \in V, N_{D}^{-}(u) \backslash\{v\} \neq N_{D}^{-}(v) \backslash\{u\}$
3. There exist vertices $u, v, w \in V$ such that

- $N_{D}^{-}(u) \backslash\{v, w\} \subseteq N_{D}^{-}(v) \cup N_{D}^{-}(w)$,
- $N_{D}^{-}(v) \backslash\{u, w\} \subseteq N_{D}^{-}(u) \cup N_{D}^{-}(w)$, and
- $N_{D}^{-}(w) \backslash\{u, v\} \subseteq N_{D}^{-}(u) \cup N_{D}^{-}(v)$.


Figure 2: Examples of digraphs with $\mathrm{F}(D)=n-2$.

We now characterize digraphs that have $\mathrm{F}(D)=0$. Note that this is of particular interest because a digraph $D$ with $\mathrm{F}(D)=0$ has the property that $\{v\}$ is a ZFS for any $v \in V(D)$.

Theorem 2.4. $\mathrm{F}(D)=0$ if and only if $D$ is a directed cycle.
Proof. Suppose $D$ is a directed cycle. For any $W \subsetneq V(D)$, there exists at least one $w \in W$ with an in-neighbor $v \in V \backslash W$. Since $N^{+}(v)=\{w\}, W$ is not a critical set. Thus, the smallest critical set is $W=V$, giving us $\mathrm{F}(D)=0$ by Proposition 2.2,

For the other direction, suppose $\mathrm{F}(D)=0$. Then $S=\{v\}$ is a ZFS for any $v \in V$. If $|V|=1$, then we are done. Otherwise, $\operatorname{deg}^{+}(v)=1$ for any $v \in V$ to allow $B^{0}(S) \subsetneq B^{1}(S)$, and by Corollary [2.3, $\operatorname{deg}^{-}(v) \geq 1$. Since $\sum_{v \in V} \operatorname{deg}^{+}(v)=$ $\sum_{v \in V} \operatorname{deg}^{-}(v)=n, \operatorname{deg}^{-}(v)=1$ for all $v \in V$. Noting that $D$ must be connected (else, all vertices in the largest connected component form a FZFS), we have that $D$ is a directed cycle.


Figure 3: A digraph with $\mathrm{F}(D)=0$. Every vertex is a ZFS.
An example of a digraph with $\mathrm{F}(D)=0$ is shown in Figure 3. The following corollaries are immediate from Theorem [2.4.

Corollary 2.5. For every $v \in V,\{v\}$ is a $Z F S$ of $D$ if and only if $D$ is a directed cycle.

Corollary 2.6. The digraph $D$ has no critical sets of cardinality less than $n$ if and only if $D$ is a directed cycle on $n$ vertices.

## 3 Comparing $\mathrm{F}(D)$ with $\mathrm{Z}(D)$

In this section, we compare $\mathrm{F}(D)$ with $\mathrm{Z}(D)$. Specifically, we provide a characterization of digraphs for which $\mathrm{F}(D)<\mathrm{Z}(D)$, which leads to a characterization of digraphs such that $W \subseteq V$ is a critical set if and only if $|W| \geq k$ for some integer $k$.

Observation 3.1. The following are equivalent.

1. $\mathrm{F}(D)<\mathrm{Z}(D)$.
2. $\mathrm{F}(D)=\mathrm{Z}(D)-1$.
3. $S \subseteq V(D)$ is a $Z F S$ if and only if $|S| \geq \mathrm{Z}(D)$.
4. $W \subseteq V(D)$ is a critical set if and only if $|W| \geq n-\mathrm{F}(D)$.

Lemma 3.2. Suppose $D$ is a digraph with $\mathrm{F}(D)<\mathrm{Z}(D)$. Then for each $v \in V$, $\operatorname{deg}^{+}(v) \geq \mathrm{Z}(D)$ or $v$ is a sink.

Proof. Let $v \in V$. Suppose $0<\operatorname{deg}^{+}(v)<\mathrm{Z}(D)$. Then $\operatorname{deg}^{+}(v) \leq \mathrm{Z}(D)-1=\mathrm{F}(D)$. Let $u \in N_{D}^{+}(v)$, and let $S=\left(N_{D}^{+}[v] \backslash\{u\}\right) \cup S^{\prime}$, where $S^{\prime}$ is any $\mathrm{F}(D)-\operatorname{deg}^{+}(v)$ vertices in $V \backslash N_{D}^{+}[v]$. Then $|S|=\mathrm{F}(D)$, so $S$ is a maximum FZFS. But since $\{u\}=$ $N_{D}^{+}[v] \backslash S$, it follows that $S$ is not stalled, a contradiction. Hence $\operatorname{deg}^{+}(v) \geq \mathrm{Z}(D)$ or $\operatorname{deg}^{+}(v)=0$.

Lemma 3.2 leads to the following observation and lemma.
Observation 3.3. If $D$ is a digraph with $\mathrm{F}(D)<\mathrm{Z}(D)$, then every set $S \subseteq V$ with $|S|=\mathrm{Z}(D)$ contains a vertex $v$ with $\operatorname{deg}^{+}(v)=\mathrm{Z}(D)$ and $v w \in A$ for all $w \in S \backslash\{v\}$.

Lemma 3.4. If digraph $D$ has $\mathrm{F}(D)<\mathrm{Z}(D)$, then $\mathrm{Z}(D) \in\{1,2, n-2, n-1, n\}$. If $\mathrm{Z}(D)=2$, then $n \leq 5$.

Proof. There are $\binom{n}{\mathrm{z}(D)}$ sets $S$ with $|S|=\mathrm{Z}(D)$ in $D$. By Observation 3.3, there is a vertex $v$ in each set $S$ with $\operatorname{deg}^{+}(v)=\mathrm{Z}(D)$ and $v w \in A$ for all $w \in S \backslash\{v\}$. For any $v \in V$ with $\operatorname{deg}^{+}(v)=\mathrm{Z}(D), v$ accounts for $\mathrm{Z}(D)$ sets $S$, giving us $\binom{n}{\mathrm{z}(D)} \leq n \mathrm{Z}(D)$, which implies that $\mathrm{Z}(D) \leq 2$ or $\mathrm{Z}(D) \geq n-2$.

If $\mathrm{Z}(D)=2$, then we have $\binom{n}{2} \leq 2 n$, which simplifies to $n \leq 5$.
We also make use of the following observation in our characterization of digraphs that have $\mathrm{F}(D)<\mathrm{Z}(D)$.

Observation 3.5. Suppose $D$ is a digraph with $\mathrm{deg}^{+}(v) \leq 1$ for all $v \in V$. For every $u, v \in V$, there exists $w \in V \backslash\{u, v\}$ such that exactly one of $w u \in A$ or $w v \in A$ is true if and only if $D$ consists of one of the following.

- the union of vertex-disjoint directed cycles each of length at least three that span all $n$ vertices, or
- the union of vertex-disjoint directed cycles each of length at least three that span $n-1$ vertices, and
- a single isolated vertex, or
- a single vertex that has exactly one other vertex as its out-neighbor.




Figure 4: Complements of some digraphs with $\mathrm{F}(D)<\mathrm{Z}(D)$

Three examples of digraphs that satisfy Observation 3.5 are shown in Figure 4 .
A tournament $\overrightarrow{K_{n}}$ is an oriented graph obtained by assigning an orientation to each edge in a complete graph, $K_{n}$. A tournament is regular if $\operatorname{deg}^{+}(v)=\operatorname{deg}^{-}(v)$ for every $v \in V$. We also define a graph operation that we will use throughout the remainder of this section.

Definition 3.6. The outjoin from digraph $D$ to digraph $H$ denoted $D \vec{V} H$ is the digraph with vertex set $V(D \vec{\nabla} H)=V(D) \cup V(H)$ and arc set $A(D \vec{\nabla} H)=A(D) \cup$ $A(H) \cup\left\{\left(v_{D}, v_{H}\right): v_{D} \in V(D), v_{H} \in V(H)\right\}$.

We now present the characterization of digraphs that have $\mathrm{F}(D)<\mathrm{Z}(D)$. Figure 4 shows some examples of complements of digraphs that satisfy Item 3 of Theorem 3.7, and Figure 5 shows an example of a digraph that satisfies Item 5

Theorem 3.7. A digraph $D$ has $\mathrm{F}(D)<\mathrm{Z}(D)$ if and only if $D$ is one of the following.

1. a directed cycle.
2. a regular tournament on five vertices.
3. A digraph obtained from $K_{n}$ by removing the arcs of
(a) a collection of vertex-disjoint directed cycles each of length at least three that span $V(n \geq 3)$,
(b) a collection of vertex-disjoint directed cycles each of length at least three that span $V \backslash\{v\}$ for some $v \in V(n \geq 4)$, or
(c) vu for some $u, v \in V$ and a collection of vertex-disjoint directed cycles each of length at least three that span $V \backslash\{v\} \quad(n \geq 4)$.
4. A digraph obtained from $K_{n-1} \vec{\nabla}\{v\}$ by removing the arcs of a collection of vertex-disjoint directed cycles each of length at least three that span $K_{n-1}(n \geq$ 4).
5. $K_{j} \vec{\nabla} \overline{K_{\ell}}$ where $j \geq 2$ and $\ell \geq 0$.
6. $\overline{K_{n}}$.

Proof. For the forward direction, suppose $\mathrm{F}(D)<\mathrm{Z}(D)$. By Lemma 3.4, $\mathrm{Z}(D) \in$ $\{1,2, n-2, n-1, n\}$.

Case 1: $\mathrm{Z}(D)=1$. If $\mathrm{F}(D)<\mathrm{Z}(D)=1$, by Theorem 2.4 we have that $D$ is a directed cycle, Item 1 .

Case 2: $\mathrm{Z}(D)=2$. Suppose $\mathrm{Z}(D)=2$ and $\mathrm{F}(D)=1$. By Lemmas 3.2 and 3.4. $3 \leq n \leq 5$.

Subcase 2a: $n=3$. Then $\operatorname{deg}^{+}(v)=2$ for each $v \in V$, implying $D=K_{3}$, Item 5,
Subcase 2b: $n=4$. Then $\mathrm{Z}(D)=2=n-2$, and is discussed with the case $\mathrm{Z}(D)=n-2$.

Subcase 2c: $n=5$. Note that for any $u, w \in V, u w \in A$ or $w u \in A$ since if not, $\{u, w\}$ is a FZFS of order 2 . We show that $\operatorname{deg}^{+}(v)=2$ for each $v \in V$. Suppose $D$ contains a vertex $v$ that is either a sink or $\operatorname{deg}^{+}(v) \geq 3$. Any pair of vertices with this property would form a FZFS of order 2, a contradiction, so $D$ contains at most one such vertex. Note that if $\left|N^{+}(u) \backslash\{v\}\right| \geq 2$ for some $u \in V \backslash\{v\}$, then $\{u, v\}$ forms a FZFS of order 2, a contradiction. Hence $u v \in A$ and $\operatorname{deg}^{+}(u)=2$ for each $u \in V \backslash\{v\}$. But then $|V \backslash\{v\}|=4$ with only 4 arcs among $V \backslash\{v\}$, implying that $u w \notin A$ and $w u \notin A$ for some $u, w \in V \backslash\{v\}$, a contradiction. Hence, if $n=5$ and $\mathrm{F}(D)<\mathrm{Z}(D)=2$, then $\operatorname{deg}^{+}(v)=2$ for every $v \in V$, implying $\sum_{v \in V} \operatorname{deg}^{+}(v)=10$. Since we know that $u w \in A$ or $w u \in A$ for each $u, w \in V$, we have $|A| \geq\binom{ 5}{2}=10$. Hence, we must have that $D$ satisfies Item 2.

Case 3: $\mathrm{Z}(D)=n-2$.
Subcase 3a: $D$ has no sink. Since $Z(D)=n-2$, for every $u, v \in V$ there exists some $w \in V$ such that $w u \notin A$ or $w v \notin A$. Assume without loss of generality $w u \notin A$. Since $\operatorname{deg}^{+}(w) \geq n-2$ by Lemma 3.2, $w x \in A$ for every $x \in V \backslash\{u\}$, and $\bar{D}$ has the property that $\operatorname{deg}^{+}(x) \leq 1$ for each $x \in V$. By applying Observation 3.5 to $\bar{D}$, we conclude that if $D$ has no sink and $\mathrm{F}(D)<\mathrm{Z}(D)=n-2$, then $D$ satisfies one of Items 3a-3c,

Subcase 3b: $D$ has a sink. If $D$ has a sink $v$, we show that $u v \in A$ for each $u \in V \backslash\{v\}$. Suppose $u v \notin A$. Then $V \backslash\{u, v\}$ is a ZFS, so there exists $w \in V \backslash\{u, v\}$ such that exactly one of $w v \notin A$ or $w u \notin A$ is true. We first consider the case that $w u \in A$ for all $w \in V \backslash\{u, v\}$. Thus, $w_{0} v \notin A$ for some $w_{0} \in V \backslash\{u, v\}$. Now, $V \backslash\left\{w_{0}, u\right\}$ is a ZFS, and we just assumed that $w u \in A$ for all $w \in V \backslash\{u, v\}$, so there exists $w_{1} \in V \backslash\left\{u, v, w_{0}\right\}$ such that $w_{1} w_{0} \notin A$. Note that $w_{1} \notin\left\{u, v, w_{0}\right\}$ since $v$ is a sink, and by Lemma 3.2, $\operatorname{deg}^{+}(u), \operatorname{deg}^{+}\left(w_{0}\right) \geq n-2$. Since $V \backslash\left\{u, w_{1}\right\}$ is a ZFS, and we assumed $w u \in A$ for all $w \in V$, there exists $w_{2} \in V \backslash\left\{u, v, w_{0}, w_{1}\right\}$ such that $w_{2} w_{1} \notin A$. We can repeat this argument indefinitely, but since $|V|$ is finite, eventually run out of vertices.

Thus it must be that $w_{0} u \notin A$ (but $w_{0} v \in A$ ) for some $w_{0} \in V$. If there is some vertex $w_{1} \in V \backslash\left\{w_{0}, u, v\right\}$ such that $w_{1} w_{0} \notin A$, but $w_{1} u \in A$, then consider whether there is a vertex $w_{2} \in V \backslash\left\{w_{0}, w_{1} u, v\right\}$ such that $w_{2} w_{1} \notin A$ but $w_{2} w_{0} \in A$, and so forth until we come to $w_{i}$ that has no such vertex $w_{i+1}$. Then $V \backslash\left\{w_{i}, w_{i-1}\right\}$ (or $V \backslash\left\{w_{i}, u\right\}$ if $i=0$ ) is a ZFS, so there must exist $x_{0} \in V$ such that $x_{0} w_{i-1} \notin A$ (or $x_{0} u \notin A$ if $i=0$ ) but $x_{0} w_{i} \in A$. We perform the same argument on $x_{0}, x_{1}$ etc. as on $w_{0}, w_{1}$ etc., until we find $x_{j}$ for which there is no $x_{j+1}$. Then $V \backslash\left\{x_{j}, w_{i}\right\}$ forms a FZFS, a contradiction. Hence, if $v$ is a sink, then $u v \in A$ for each $u \in V \backslash\{v\}$, also implying that $D$ has at most one sink.

Suppose $D$ has a sink $v$. Since $V \backslash\{u, v\}$ is a ZFS and $u v \in A$ for every $u \in V \backslash\{v\}$, every $u \in V \backslash\{v\}$ has the property that $w u \notin V$ for some $w \in V \backslash\{u, v\}$. Recalling that $\operatorname{deg}^{+}(u) \geq n-2$ for each $u \in V \backslash\{v\}$, the complement of the digraph induced
by $V \backslash\{v\}$ is the union of vertex-disjoint directed cycles each of length at least 3 . Consequently, $D$ satisfies Item (4.

Case 4: $\mathrm{Z}(D)=n-1$. By Lemma 3.2, if $\mathrm{F}(D)<\mathrm{Z}(D)=n-1$, then for any $v \in V$ with $\operatorname{deg}^{+}(v)>0$, we have $\operatorname{deg}^{+}(v)=n-1$. If there are no vertices with $\operatorname{deg}^{+}(v)>0$, then $D$ consists of a set of isolated vertices, which has $\mathrm{Z}(D)=n$, a contradiction. If there is exactly one vertex $v$ with $\operatorname{deg}^{+}(v)>0$, then $V \backslash\{v\}$ is a FZFS of order $n-1$, a contradiction. Hence, there are at least 2 vertices with out-degree $n-1$, and $D$ satisfies Item 5 ,

Case 5: $\mathrm{Z}(D)=n$. If $\mathrm{Z}(D)=n$, then $A=\emptyset$. Hence $D$ satisfies Item 6,
For the reverse direction, Item 1 was established in Theorem 2.4.
For Item 2, since $\operatorname{deg}^{+}(v)=2$ for every $v \in V$, every vertex is a FZFS. Let $S=\{u, v\}$ for any $u, v \in V$. Either $u v \in A$ or $v u \in A$. Assume without loss of generality $u v \in A$. Then $N^{+}[u] \backslash S=\{w\}$ for some $w \in V$, so $B^{1}(S)=\{u, v, w\}$. Either $w v \in A$ or $v w \in A$, so there exists $x \in V$ with $\{x\}=N^{+}[w] \backslash B^{1}(S)$ (without loss of generality). Finally, $B^{2}(S)=V \backslash\{y\}$ for some $y \in V$, and $\operatorname{deg}^{-}(y)=2$, so $B^{3}(S)=V$, and $S$ is a ZFS. Hence, $\mathrm{F}(D)<\mathrm{Z}(D)=2$.

Suppose $D$ satisfies Item 3 or Item 4. Pick any $u, v \in V$ and let $S=V \backslash\{u, v\}$. Then there exists $w \in S$ such that without loss of generality $w u \notin A$ and $w v \in A$, so $B^{1}(S)=V \backslash\{u\}$. The vertex $u$ has $\operatorname{deg}^{-}(u) \geq n-2$, giving us $B^{2}(S)=V$. Thus any set $S \subseteq V$ with $|S|=n-2$ is a ZFS. Let $X=V \backslash\{u, v, w\}$ for any $u, v, w \in V$. Let $x \in X$. Then either $\operatorname{deg}^{+}(x)=0$ if $x$ is a sink, in which case $x u, x v, x w \notin A$, or $\operatorname{deg}^{+}(x) \geq n-2$, implying that at most one of $\{x u, x v, x w\}$ is not an arc in $D$. Hence any set $X$ with $|X|=n-3$ is a FZFS, giving us that $\mathrm{F}(D)<\mathrm{Z}(D)=n-2$.

Suppose $D$ satisfies Item [5, Let $S=V \backslash\{v\}$ for any $v \in V$. Since $\operatorname{deg}^{-}(v) \geq 1$, $B^{1}(S)=V$, and $S$ is a ZFS with $|S|=n-1$. If $n=j=2$ and $\ell=0$, we have $\mathrm{F}(D)=0$ and we are done. Otherwise, let $X=V \backslash\{u, v\}$ for any $u, v \in V$. Then $N^{-}(u) \cap X=N^{-}(v) \cap X$; hence $B^{1}(X)=X$, and $X$ is a FZFS with $|X|=n-2$. Hence, $\mathrm{F}\left(K_{j} \vec{V} \overline{K_{\ell}}\right)<\mathrm{Z}\left(K_{j} \vec{\vee} \overline{K_{\ell}}\right)$.

Finally, Item 6 was established in [12], completing the characterization.


Figure 5: $\mathrm{F}\left(K_{5} \overrightarrow{\mathrm{~V}} \overline{K_{2}}\right)=5$ and $\mathrm{Z}\left(K_{5} \overrightarrow{\mathrm{~V}} \overline{K_{2}}\right)=6$.
Restricting Theorem 3.7 to oriented graphs gives us the following characterization.
Corollary 3.8. An oriented graph $\vec{G}$ has the property that $\mathrm{F}(\vec{G})<\mathrm{Z}(\vec{G})$ if and only if $\vec{G}$ is one of the following.

1. $\bar{K}_{n}$,
2. a directed cycle,
3. a directed 3-cycle with all three vertices outjoined to one additional vertex, or
4. a regular tournament on five vertices.


Figure 6: All oriented graphs with $\mathrm{F}(\vec{G})<\mathrm{Z}(\vec{G})$. For the first two digraphs, $|V| \geq 1$.

Corollary 3.9. The following list contains the only digraphs with the property that there exists $k$ such that $W \subseteq V$ is a critical set if and only if $|W| \geq k$.

1. $\bar{K}_{n},(k=1)$,
2. $K_{j} \vec{\nabla} \overline{K_{\ell}}$ where $j \geq 2$ and $\ell \geq 0,(k=2)$,
3. a digraph obtained from $K_{n}$ (where $n \geq 4$ except for (a) which allows $n \geq 3$ ) by removing the arcs of: (a) a collection of vertex-disjoint directed cycles each of length at least three that span $V$, (b) a collection of vertex-disjoint directed cycles each of length at least three that span $V \backslash\{v\}$ for some $v \in V$, or (c) vu for some $u, v \in V$ and a collection of vertex-disjoint directed cycles each of length at least three that span $V \backslash\{v\},(k=3)$,
4. a digraph obtained from $K_{n-1} \vec{\nabla}\{v\}$ where $n \geq 4$ by removing the arcs of $a$ collection of vertex-disjoint directed cycles each of length at least three that span $K_{n-1},(k=3)$,
5. a regular, non-transitive tournament on five vertices, $(k=4)$, or
6. a directed cycle, $(k=n)$.

## 4 Select digraphs

For a digraph consisting of two or more components, we can determine the failed zero forcing number in terms of the failed zero forcing numbers and orders of the components. The result is similar to the result for undirected graphs in [12].

Theorem 4.1. Let $D$ be a digraph that consists of $k$ components where $k \geq 1$, and let $D_{i}$ denote the $i^{\text {th }}$ component of $D, 1 \leq i \leq k$. Then

$$
\mathrm{F}(D)=\max _{1 \leq j \leq k}\left(\mathrm{~F}\left(D_{j}\right)+\sum_{i=1, i \neq j}^{k}\left|V\left(D_{i}\right)\right|\right) .
$$

Proof. If $k=1$, the result is trivial. Otherwise, for any FZFS $S_{i}$ of any component $D_{i}, S=\left(V(D) \backslash V\left(D_{i}\right)\right) \cup S_{i}$ is a FZFS.

If $S^{\prime} \subseteq V$ with $\left|S^{\prime}\right|>\max _{1 \leq j \leq k}\left(\mathrm{~F}\left(D_{j}\right)+\sum_{i=1, i \neq j}^{k}\left|V\left(D_{i}\right)\right|\right)$, then for any $\ell$, $\left|S^{\prime} \cap V\left(D_{\ell}\right)\right|>F\left(D_{\ell}\right)$, so $S^{\prime} \cap V\left(D_{\ell}\right)$ is a ZFS of $D_{\ell}$, and consequently $S^{\prime}$ is a ZFS of $D$.

A directed acyclic graph is a digraph that contains no directed cycles. The following proposition follows directly from Corollary 2.3, since every directed acyclic graph has a source.

Proposition 4.2. For any directed acyclic graph $D, \mathrm{~F}(D)=n-1$.
We turn our attention to special cases of directed trees, starting with oriented trees. For any vertex $v$ in a directed tree, if $\left|N^{+}(v) \cup N^{-}(v)\right|=1$, then we say that $v$ is a leaf. The following corollary follows immediately from Proposition 4.2, since every oriented tree is a directed acyclic graph.
Corollary 4.3. For any oriented tree $\vec{T}, \mathrm{~F}(\vec{T})=n-1$.
The (undirected) graph $K_{1, t}$ has a single vertex adjacent to $t=n-1$ other vertices, and no other edges.

Theorem 4.4. If $U G(D)=K_{1, t}$ for any $t \geq 1$, then

$$
\mathrm{F}(D)= \begin{cases}t, & \text { if } D \text { is oriented, or if at least one leaf has in-degree } 0 \\ t-1, & \text { otherwise. }\end{cases}
$$

Proof. If $D$ is oriented, then $\mathrm{F}(D)=t$ by Corollary 4.3. If $\operatorname{deg}^{-}(v)=0$ for a leaf $v$, then $v$ is a source, and by Corollary [2.3, $\mathrm{F}(D)=t$.

Otherwise, there exist $u, w \in V(D)$ such that $u w, w u \in A(D)$, and $\operatorname{deg}^{-}(v)=1$ for every leaf $v \in V(D)$. Thus, $D$ has no source, giving us that $\mathrm{F}(D) \leq t-1$. If $U G(D)=K_{2}, D$ is a 2 -cycle, and $\mathrm{F}(D)=0$, so we are done. Let $u$ be the non-leaf vertex in $V$, and let $v, w \in V \backslash\{u\}$. Then $\{v, w\}$ is a critical set because $u$ is the unique in-neighbor of both. By Proposition [2.2, $\mathrm{F}(D)=t-1$.

### 4.1 Weak paths

To establish $\mathrm{F}(D)$ if $U G(D)=P_{n}$, we assume that the vertices of $D$ are labeled in order from one end-vertex to the other: $v_{1}, v_{2}, \ldots, v_{n}$.


Figure 7: A weak path with maximum FZFS shown in blue.

Theorem 4.5. Suppose $D$ is a weak path. Let

$$
V_{-}=\left\{v_{1}\right\} \cup\left\{v_{k}: v_{k} v_{k-1} \in A \text { and } v_{k-1} v_{k} \notin A\right\}
$$

and

$$
V_{+}=\left\{v_{n}\right\} \cup\left\{v_{k}: v_{k} v_{k+1} \in A \text { and } v_{k+1} v_{k} \notin A\right\} .
$$

Let $\ell=\min \left\{i-j: v_{j} \in V_{-}, v_{i} \in V_{+}, i-j \geq 0\right\}$. Then

$$
\mathrm{F}(D)=n-1-\left\lceil\frac{\ell}{2}\right\rceil
$$

Proof. Let $S$ be defined as follows, where $i=i^{*}$ and $j=j^{*}$ are the indices achieving $\min \left\{i-j: v_{j} \in V_{-}, v_{i} \in V_{+}, i-j \geq 0\right\}$.

$$
S= \begin{cases}V \backslash\left\{v_{j^{*}}, v_{j^{*}+2}, v_{j^{*}+4}, \ldots, v_{j^{*}+2 k}\right\} & \text { if } \ell=2 k \\ V \backslash\left\{v_{j^{*}}, v_{j^{*}+2}, v_{j^{*}+4}, \ldots, v_{j^{*}+2 k}\right\} \cup\left\{v_{i^{*}}\right\} & \text { if } \ell=2 k+1\end{cases}
$$

An example with $n=17, i^{*}=9$ and $j^{*}=5$ is shown in Figure 7 .
To show that $S$ is a FZFS, let $v_{s} \in S$. If $s>i^{*}$ or $s<j^{*}$, then $N^{+}\left(v_{s}\right) \subseteq S$. If $j^{*}<s<i^{*}$, then $N^{+}\left(v_{s}\right)=\left\{v_{s-1}, v_{s+1}\right\}$ (otherwise the minimum assumption is violated). By construction of $S, v_{s-1}, v_{s+1} \notin S$. Thus $B^{1}(S)=S$ and $S$ is a FZFS.

We show that $S$ is a maximum FZFS. If $|S|=n-1$, then we are done. Note that this includes any case with a source, so we can assume that $\operatorname{deg}^{-}(v) \geq 1$ for all $v \in V$. Suppose there exists $S^{\prime} \subseteq V$ with $|S|<\left|S^{\prime}\right|<n$, and $S^{\prime}$ is stalled. For any closest pair of $u \in V_{+}$and $w \in V_{-}$, if a pair of adjacent vertices between them is in $S^{\prime}$, then all vertices from $u$ to $w$ are in $S^{\prime}$, since $S^{\prime}$ is stalled. If this is true for all such pairs $u$ and $w$ then $S^{\prime}=V$, so there must exist a pair $v_{s} \in V_{+}$and $v_{t} \in V_{-}$ for which this is not the case. Note since $\left|S^{\prime}\right|>|S|$, there is at most one such pair and that $v_{s}, v_{t} \in S^{\prime}$. Also since $\left|S^{\prime}\right|>|S|$, if $s>1$ then $v_{s-1} \in S^{\prime}$, and if $t<n$ then $v_{t+1} \in S^{\prime}$. That is, $N^{+}\left[v_{s}\right] \backslash S^{\prime}=\left\{v_{s+1}\right\}$, which is a contradiction: either $S^{\prime}$ is not stalled, or two adjacent vertices between $v_{s}$ and $v_{t}$ are in $S^{\prime}$. Thus, $S$ is a maximum FZFS.

In many cases, the formula from Theorem 4.5 can be simplified. If a weak path $D$ contains a source including if $D$ is an oriented path, for example, then there exists at least one vertex in $V_{+} \cap V_{-}$, giving us $i^{*}=j^{*}$, and consequently $\mathrm{F}(D)=n-1$. By setting $i^{*}=n$ and $j^{*}=1$ in Theorem 4.5, we have the following corollary, established for undirected graphs in [12].

Corollary 4.6. For any undirected path $P_{n}$ (or a weak path with $\left\{v_{i} v_{i+1}, v_{i+1} v_{i}\right\} \subseteq A$ for $1 \leq i \leq n-1$ ), $\mathrm{F}\left(P_{n}\right)=\left\lceil\frac{n-2}{2}\right\rceil$.

### 4.2 Weak cycles

We now turn to weak cycles, starting with oriented cycles.
Observation 4.7. Any oriented cycle $\overrightarrow{C_{n}}$ that is not a directed cycle has a source.
As we know from Corollary 2.3, if $D$ has a source then $\mathrm{F}(D)=n-1$. Combining with Theorem [2.4 completes the proof of the following theorem.
Theorem 4.8. An oriented cycle $\overrightarrow{C_{n}}$ has

$$
\mathrm{F}\left(\overrightarrow{C_{n}}\right)=\left\{\begin{array}{l}
0, \text { if it is a directed cycle }, \\
n-1, \text { otherwise }
\end{array}\right.
$$

Finally, we turn to weak cycles in general. We present the failed zero forcing numbers of weak cycles depending on the orientations of the edges. Given a weak cycle $D$, pick any vertex and label the vertices in order around the cycle, so $V=$ $\left\{v_{0}, v_{1}, \ldots v_{n-1}\right\}$. Let

$$
\begin{aligned}
V_{-} & =\left\{i: v_{i+1} v_{i} \in A \text { and } v_{i} v_{i+1} \notin A\right\}, \\
V_{+} & =\left\{j: v_{j} v_{j+1} \in A \text { and } v_{j+1} v_{j} \notin A\right\}, \text { and } \\
V_{0} & =\left\{k: v_{k} v_{k+1} \in A \text { and } v_{k} v_{k+1} \in A\right\}
\end{aligned}
$$

where we assume addition is modulo $n$, so for example if $v_{i}=v_{n-1}$, then $v_{i+1}=v_{0}$.
We define a run on $k$ vertices to be a consecutive sequence of vertices along the cycle all from the same set: $V_{-}, V_{+}$, or $V_{0}$. We say that the run is maximal if no vertex can be added to the run without violating the definition.

Theorem 4.9. Suppose $V_{-}$or $V_{+}=\emptyset$ in a weak cycle $D$. Let $\ell$ be the number of maximal runs of vertices in $V_{0}$. Let $n_{i}$ denote the number of vertices in the $i^{\text {th }}$ maximal run of vertices from $V_{0}$, in order around the cycle. Then

$$
\mathrm{F}(D)=\sum_{i=1}^{\ell}\left\lceil\frac{n_{i}}{2}\right\rceil
$$

Proof. Suppose $V_{-}=\emptyset$ (without loss of generality). If $V_{0}=\emptyset$ then $D$ is a directed cycle, so $\mathrm{F}(D)=0$ by Theorem 4.8. Assume that $V_{0} \neq \emptyset$.

We define $S \subseteq V$ as follows. The first run has $n_{1}$ vertices. We can assume that the vertex labels begin with the first run, so the first run vertices are $v_{0}, v_{1}, \ldots, v_{n_{1}-1}$. Add $v_{1}, v_{3}, \ldots$ up to $v_{n_{1}-1}$ or $v_{n_{1}}$ (whichever is odd) to $S$. This gives us $\left\lceil\frac{n_{1}}{2}\right\rceil$ vertices. We do this for each maximal run of vertices from $V_{0}$, giving us $|S|=\sum_{i=1}^{\ell}\left\lceil\frac{n_{i}}{2}\right\rceil$.

We show that $S$ is a maximum FZFS. Since $\operatorname{deg}^{+}(v)=2$ for every $v \in S$ by construction, and since $N^{+}(S) \subseteq V \backslash S, S$ is stalled and therefore a FZFS. Now, suppose $S^{\prime} \subseteq V$ with $\left|S^{\prime}\right|>|S|$, and $S^{\prime}$ is stalled. Then either there must be some $v \in V$ that has $\operatorname{deg}^{+}(v)=1$ with $v \in S^{\prime}$, or there exists an $i$ th run with more than $\left\lceil\frac{n_{i}}{2}\right\rceil$ vertices in $S^{\prime}$. In the first case, let $\{u\}=N^{+}(v)$, Since $S^{\prime}$ is stalled, $u \in S^{\prime}$.

However, recalling that $V_{-}=\emptyset$, since $S^{\prime}$ is stalled $w \in S^{\prime}$, where $\{w\}=N^{+}(u)$. We can continue the same argument for each vertex along the cycle, giving us $S^{\prime}=V$. In the second case, suppose the $i$ th run has more than $\left\lceil\frac{n_{i}}{2}\right\rceil$ vertices in $S^{\prime \prime}$. Then either the first vertex in the run is in $S^{\prime}$, or there are two adjacent vertices in the run that are in $S^{\prime}$. If there are two or more adjacent vertices in the run that are in $S^{\prime}$, let $x$ be the last such vertex. Then $\left|N^{+}(x) \backslash S^{\prime}\right|=1$, a contradiction since $S^{\prime}$ is stalled. Otherwise, let $x \in S^{\prime}$ be the first vertex in the run. We assumed that no adjacent vertices are in $S^{\prime}$, so the next vertex in the run, $y$, is not in $S^{\prime}$. But $\{y\}=N^{+}(x)$, contradicting our assumption that $S^{\prime}$ is stalled. Hence, $S$ is a maximum FZFS, and $\mathrm{F}(D)=\sum_{i=1}^{\ell}\left\lceil\frac{n_{i}}{2}\right\rceil$.

An example of Theorem 4.9 with $V_{-}=\emptyset$ is shown in Figure 8. Theorem 4.10 establishes $\mathrm{F}(D)$ in the case that $D$ has $V_{0}, V_{+}$, and $V_{-}$nonempty. Figure 9 shows an example of Theorem 4.10.

Theorem 4.10. Let $D$ be a weak cycle such that $V_{0}, V_{-}$, and $V_{+}$are nonempty. Let $d(i, j)=j-i \bmod n$ and set $\ell=\min \left\{d(i, j): i \in V^{-}, j \in V^{+}\right\}$. Then

$$
\mathrm{F}(D)=n-1-\left\lfloor\frac{\ell}{2}\right\rfloor .
$$

Proof. Let $(\hat{i}, \hat{j})$ be the indices that achieve $\ell=\min \left\{d(i, j): i \in V^{-}, j \in V^{+}\right\}$. Define

$$
S= \begin{cases}V \backslash\left\{v_{\hat{i}+1}, v_{\hat{i}+3}, v_{\hat{i}+5}, \ldots, v_{\hat{i}+\ell}=v_{\hat{j}}\right\} & \text { if } \ell \text { is odd } \\ V \backslash\left\{v_{\hat{i}+1}, v_{\hat{i}+3}, v_{\hat{i}+5}, \ldots v_{\hat{i}+\ell-1}\right\} \cup\left\{v_{\hat{j}}=v_{\hat{i}+\ell}\right\} & \text { if } \ell \text { is even }\end{cases}
$$

where all indices are taken modulo $n$. We show that $V \backslash S$ is a critical set. If $v \in V \backslash S$, then $v=v_{\hat{i}+2 m+1}$ for some nonnegative $m$, or $v=v_{\hat{i}+\ell}$. Thus if $u \in N^{-}(v)$, then $u=v_{s}$ where $\hat{i}+2 \leq s \leq \hat{i}+\ell-1$, and by construction, $N^{+}(u)=\left\{v_{s-1}, v_{s+1}\right\} \subseteq V \backslash S$. Hence, $V \backslash S$ is a critical set, and by Observation 2.1, $S$ is a FZFS.

Let $W$ be a critical set in $D$. We show that $|W| \geq\lfloor\ell / 2\rfloor+1$. Choose any $i \in V_{-}$and $j \in V_{+}$such that $d(i, j)$ is minimal. That is, if there exists $j^{*}$ with $d\left(i, j^{*}\right)<d(i, j)$ or $i^{*}$ such that $d\left(i^{*}, j\right)<d(i, j)$, then replace $j$ with $j^{*}$ or $i$ with $i^{*}$ as appropriate (or if both cases are true, pick one). Do this until there exist no such $i^{*}$ or $j^{*}$.

Let $P$ denote the weak path $v_{i}, v_{i+1}, \ldots, v_{j}, v_{j+1}$. Note that for any $v_{s} \in P$, if $s \notin\{i, j, j+1\}$, then $s \in V_{0}$. Let $P_{1}$ denote the weak path starting from $v_{i}$ and descending modulo $n$ (i.e, the weak path that is edge-disjoint from $P$ ) until the first vertex $v_{x}$ such that $x-1 \in V_{+}$. Note that $v_{x}$ exists, because if no other vertex before satisfies the property, then $v_{j+1}$ is such a vertex. Similarly, let $P_{2}$ be the weak path starting from $v_{j+1}$ and ascending modulo $n$ (i.e, the weak path that is edge-disjoint from $P$ ) until the first vertex $v_{y}$ with $y \in V_{-}$.

Note that if there exist adjacent vertices in $V(P) \cap V \backslash W$, then

$$
\left(V(P) \cup V\left(P_{1}\right) \cup V\left(P_{2}\right)\right) \cap W=\emptyset,
$$

because otherwise there exists a vertex $v \in V \backslash W$ with $\left|N^{+}(v) \cap W\right|=1$. So, either $\left(V(P) \cup V\left(P_{1}\right) \cup V\left(P_{2}\right)\right) \cap W=\emptyset$, or $V(P) \cap W>\left\lfloor\frac{d(i, j)}{2}\right\rfloor$.

If $V(P) \cup V\left(P_{1}\right) \cup V\left(P_{2}\right)=V(D)$, then we have shown that that $V(P) \cap$ $W>\left\lfloor\frac{d(i, j)}{2}\right\rfloor$, since otherwise $W=\emptyset$, violating the definition of a critical set. If $V(D) \backslash\left(V(P) \cup V\left(P_{1}\right) \cup V\left(P_{2}\right)\right) \neq \emptyset$, let $P^{\prime}$ be the weak path from $v_{x}$ to $v_{y}$ whose internal vertices are exactly those vertices in $V(D) \backslash\left(V(P) \cup V\left(P_{1}\right) \cup V\left(P_{2}\right)\right)$. Then we can choose $i^{\prime} \in V_{-} \cap V\left(P^{\prime}\right)$ and $j^{\prime} \in V_{+} \cap V^{\prime}$ such that $d(i, j)$ is minimal (note that $i^{\prime}=y, j^{\prime}=x$ satisfies $i^{\prime} \in V_{-} \cap V\left(P^{\prime}\right)$ and $j^{\prime} \in V_{+} \cap V^{\prime}$, so there exists such a minimal $i^{\prime}$ and $j^{\prime}$ ). We can repeat the same argument as above for this set of vertices, giving us that either $V\left(P^{\prime \prime}\right) \cap W=\emptyset$, or $V\left(P^{\prime}\right) \cap W>\left\lfloor\frac{d\left(i^{\prime}, j^{\prime}\right)}{2}\right\rfloor$ where $P^{\prime \prime}$ is a nonempty weak path containing $P^{\prime}$ as a sub-weak-path. We can do this repeatedly until there are no remaining vertices in $V(D)$, giving us that $W=\emptyset$ or $W>\left\lfloor\frac{d(i, j)}{2}\right\rfloor$ for some $i \in V_{-}$and $j \in V_{+}$. Since the former violates the definition of critical set and $\ell=d(i, j)$ minimizes the latter, it follows that $|W| \geq\lfloor\ell / 2\rfloor+1$ for any critical set $W$.

Thus, by Observation [2.1, $\mathrm{F}(D) \geq n-1-\lfloor\ell / 2\rfloor$.
We establish that a weak cycle $D$ on $n$ vertices can achieve any value of $\mathrm{F}(D)$ between 0 and $n-1$ by choosing appropriate arc orientations. There are two constructions, depending on whether $\mathrm{F}(D)>\frac{n}{2}$ or $\mathrm{F}(D) \leq \frac{n}{2}$. Examples are shown in Figures 8 9.


Figure 8: Weak cycle with $n=10$, $F(D)=3$. Note $V_{-}=\emptyset$.


Figure 9: Weak cycle with $n=10$, $F(D)=6$. Note $V_{0}, V_{-}$, and $V_{+}$are nonempty.

Theorem 4.11. For any $n$ and $k$ with $0 \leq k \leq n-1$, there exists a weak cycle $D$ on $n$ vertices such that $\mathrm{F}(D)=k$.

Proof. Case 1: $k \leq \frac{n}{2}$. In this case, we use the construction from Theorem 4.9, Let $V_{0}=\{0,2, \ldots 2 k-2\}$. Let $V_{+}$consist of all remaining indices between 0 and $n-1$. An example with $n=10$ and $k=3$ is shown in Figure 8, By Theorem 4.9, $\mathrm{F}(D)=\sum_{i=1}^{k}\left\lceil\frac{n_{i}}{2}\right\rceil$. Note that using $k=0$ runs of vertices from $V_{0}$ gives us a directed cycle, the special case $\mathrm{F}(D)=0$.

Case 2: $\frac{n}{2}<k \leq n-1$. In this case, we use the construction from Theorem4.10, Let $V_{+}=\{0\}$, let $V_{-}=\{2 k-n+1\}$, and let $V_{0}$ consist of all remaining indices between 0 and $n-1$. Then by Theorem 4.10, $\mathrm{F}(D)=n-1-\left\lfloor\frac{\ell}{2}\right\rfloor=n-1-\left\lfloor\frac{n-(2 k-n+1)}{2}\right\rfloor=k$. Note that this includes the case $\mathrm{F}(D)=n-1$, where $v_{0}$ is a source.

We can restate Theorem 4.11 in terms of critical sets by applying Proposition 2.2.
Corollary 4.12. For any $n$ and $k$ with $1 \leq k \leq n$, there exists a weak cycle $D$ on $n$ vertices whose smallest critical set is of cardinality $k$.

### 4.3 Line graphs including de Bruijn and Kautz digraphs

We now look at $\mathrm{F}(D)$ in the case that $D$ is an iterated line graph. Since some of the digraphs we consider here have loops, we describe the following modified CCR that applies only to digraphs with loops. We continue to use the CCR introduced earlier if $D$ has no loops.

- $B^{0}(S):=S$
- $B^{i+1}(S):=B^{i}(S) \cup\left\{w:\{w\}=N^{+}(v) \backslash B^{i}(S)\right.$ for some $\left.v \in V\right\}$

We could also state the CCR as follows: if any vertex $v \in V$ has exactly one empty out-neighbor $u$, then $u$ will be filled. In other words, the CCR that applies to digraphs with loops is identical to the CCR that applies to digraphs without loops, except that a vertex $u$ may become filled if $u$ is the unique empty out-neighbor of any vertex $v$, whether or not $v$ is filled. We make the following observation, similar to Observation 2.1 but for digraphs with loops.

Observation 4.13. In a digraph with loops, $W$ is a strongly critical set if and only if $V \backslash W$ is a stalled zero forcing set.

Note that although $\mathrm{F}(D)$ is defined for any digraph without loops, there exist digraphs $D$ with loops that have $\mathrm{Z}(D)=0$ and therefore $\mathrm{F}(D)$ is undefined. Also note that if $D$ contains a loop $u u$, then $u \in N^{+}(u)$ and $u \in N^{-}(u)$. The digraph consisting of $V=\{u\}$ and $A=\{u u\}$ then has $\mathrm{Z}(D)=0$ and $\mathrm{F}(D)$ undefined. We do not characterize $D$ with $\mathrm{F}(D)$ undefined here, but note the following observation and lemma.

Observation 4.14. If $D$ is a digraph with loops, then $\mathrm{F}(D)$ is undefined if and only if $\mathrm{Z}(D)=0$.

Lemma 4.15. If $N^{-}(v)=\emptyset$ for some $v \in V$, or $\left|N^{+}(v)\right| \geq 2$ for all $v \in V$ and $V \neq \emptyset$, then $\mathrm{F}(D)$ is defined.

Proof. If $N^{-}(v)=\emptyset$ for some $v \in V$, then $v \in S$ for any ZFS $S$. Thus, $\mathrm{Z}(D) \geq 1$, and $\mathrm{F}(D)$ is defined. If $\left|N^{+}(v)\right| \geq 2$ for all $v \in V$, and $|V| \geq 1$, then $\mathrm{Z}(D) \geq 1$ and $\mathrm{F}(D)$ is defined.

Definition 4.16. For a digraph $D=(V, A)$, the line digraph of $D$ is the digraph $L(D)$ where

- $V(L(D))=A(D)$, and
- $A(L(D))=\{a b: a, b \in V(L(D))$, and the head of $a$ is the tail of $b$ in $D\}$.

We use the following result from [11, Lemma 3.5].
Lemma 4.17. [11] Let $D$ be a digraph and let uv be a vertex of $L(D)$. If $\operatorname{deg}_{L(D)}^{+}(u v)$ $\geq 2$, then every subset $T \subseteq N_{L(D)}^{+}(u v)$ with $|T| \geq 2$ is a strongly critical set in $L(D)$.

Observation 4.18. For any weakly connected digraph $D, L(D)$ has a source vertex if and only if $D$ has a source vertex.

We note the following proposition, analogous to Proposition 2.2 but for graphs with loops.

Proposition 4.19. In a digraph $D$ with loops, $\mathrm{F}(D)=n-k$ if and only if the minimum cardinality of any strongly critical set in $D$ is $k$.

Lemma 4.20. Suppose a digraph $D$ with $|V(D)| \geq 2$ and no source has $\operatorname{deg}^{+}(v) \leq 1$ for all $v \in V(D)$. Then $D$ is a set of vertex-disjoint directed cycles.

Proof. We have $|V(D)| \leq \sum_{v \in V} \operatorname{deg}^{-}(v)=\sum_{v \in V} \operatorname{deg}^{+}(v) \leq|V(D)|$. Hence, $\operatorname{deg}^{-}(v)$ $=\operatorname{deg}^{+}(v)=1$ for every $v \in V(D)$, giving us that $D$ is a set of vertex-disjoint directed cycles. In particular, if $D$ is weakly connected, then $D$ is a directed cycle.

The following theorem establishes $\mathrm{F}(L(D)$ ), with the added assumption that $\mathrm{F}(L(D))$ is defined in the case that $D$ has loops.

Theorem 4.21. For any weakly connected digraph $D$ with $|V(D)| \geq 2$, set $m=$ $|A(D)|$. If $D$ does not have loops, or if $D$ has loops and $\mathrm{Z}(L(D))>0$, then

$$
\mathrm{F}(L(D))= \begin{cases}0 & \text { if } D \text { is a directed cycle } \\ m-1 & \text { if } D \text { has a source } \\ m-2 & \text { otherwise }\end{cases}
$$

Proof. If $D$ is a directed cycle, then $L(D)$ is as well, and we know that $\mathrm{F}(L(D))=0$ from Theorem 2.4. Suppose $D$ has a source. Then by Observation 4.18, $L(D)$ has a source $u v$, and $\{u v\}$ forms a critical set in $L(D)$, giving us $\mathrm{F}(L(D))=|V(L(D))|-1$ $=m-1$.

Finally, assume that $D$ is not a directed cycle and does not have a source. Then $L(D)$ does not have a source, and is not a directed cycle. Since $D$ and therefore $L(D)$ are weakly connected, by Lemma 4.20, there exists a vertex $u v \in V(L(D))$ such that $\operatorname{deg}_{L(D)}^{+}(u v) \geq 2$. By Lemma 4.17, $S=\{x y, w v\}$ is a strongly critical set for any $x y, w v \in N_{L(D)}^{+}(u v)$. Then, recalling that $L(D)$ does not have a source, by Proposition 2.2 or 4.19 depending on whether $D$ has loops, $\mathrm{F}(L(D))=\mid V(L(D) \mid-2$ $=m-2$.

Two digraph families that can each be defined iteratively using line digraphs and that are used in multiple applications are de Bruijn and Kautz digraphs. See [13, 15] for examples of the de Bruijn digraph and [14, 17] for examples of the Kautz digraph in applications.

For integers $d \geq 2$ and $M \geq 1$, the de Bruijn digraph $B(d, M)$ is defined to be the digraph with $V(B(d, M))=\left\{x_{0} x_{1} \ldots x_{M-1}: x_{i} \in \mathbb{Z}_{d}\right\}$, and $A(B(d, M))=$ $\left\{\left(x_{0} x_{1} \ldots x_{M-1}, x_{1} x_{2} \ldots x_{M}\right)\right\}$. The Kautz digraph $K(d, M)$ is defined to be the digraph with $V(K(d, M))=\left\{x_{0} x_{1} \ldots x_{M-1}: x_{i} \in \mathbb{Z}_{d+1}\right.$ and $\left.x_{i} \neq x_{i+1}\right\}$, and $A(K(d, M))=\left\{\left(x_{0} x_{1} \ldots x_{M-1}, x_{1} x_{2} \ldots x_{M}\right)\right\}$. Each Kautz digraph and each de Bruijn digraph has vertices of out-degree at least 2, leading to the following corollary.

Corollary 4.22. If $D$ is a de Bruijn or a Kautz digraph, then $\mathrm{F}(D)=|V(D)|-2$.


Figure 10: de Bruijn digraph $B(2,3)$ and Kautz digraph $K(2,3)$ with FZFS in cyan

## 5 Open problems

Since computing $\mathrm{F}(G)$ for undirected graphs was found to be NP-hard in [18], it follows that the same is true for digraphs. However, it is unknown whether or not this remains true if we restrict to oriented graphs. Indeed, at the time this paper was written, this result had not been established for the zero forcing number $\mathrm{Z}(\vec{G})$ where $\vec{G}$ is an oriented graph.

While we considered line digraphs with loops in Section 4.3, more general investigation of $\mathrm{F}(D)$ in the case $D$ has loops would be interesting. In particular, a characterization of digraphs with loops that have $\mathrm{F}(D)$ undefined (and therefore $\mathrm{Z}(D)=0)$ is a possible starting point.

We can also consider the following generalization of this problem. A ZFS $S$ is a minimal ZFS if deleting any vertex from $S$ results in the new set being a FZFS. Similarly, a FZFS $S$ is a maximal FZFS if adding any vertex to $S$ results in the new set being a ZFS. Certainly, any minimum ZFS is also minimal, and any maximum FZFS is also maximal. However, for some digraphs there exist examples of minimal ZFS and maximal FZFS that are not minimum and not maximum respectively, as in Figure 11 ,


Figure 11: A maximal FZFS that is not maximum and a minimal ZFS that is not minimum

Let $Z_{m}(D)$ denote the set of minimal ZFS of $D$, and let $F_{M}(D)$ denote the set of maximal FZFS of $D$. If $\mathrm{F}(D)<\mathrm{Z}(D)$, then $F_{M}(D)$ is precisely the set
of maximum FZFS, and $Z_{m}(D)$ is precisely the set of minimum ZFS. However, it would be interesting to study these parameters for digraphs with $\mathrm{F}(D) \geq \mathrm{Z}(D)$. For example, we can ask which integers $k$ with $0<k<n$ have the property that there exists a ZFS $S \in Z_{m}(D)$ with $|S|=k$. We can ask the analogous question for maximal FZFS as well.
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